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Disclaimer

All rights reserved. No part of this publication may be reproduced, distributed, or transmitted in any form
or by any means, including photocopying, recording, or othestedaic or mechanical methods, without

the prior written permission of th@wner, except in the case of brief quotations embodied in critical
reviews and certain other necommercial uses permitted by copyright law. For permission requests,
write to the Edgegap atinfo@edgegap.com

All Right Reserved to Edgedbgchnology Inc.
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Preface

When it come to online gaming, a lot oftudiosare in the same situatiorthey only useone service
provider for their cloud infrastructurdt limits their reach and prevent them from extenditigeir network
to locategame instances clos#w players whichwould allow a betteruserexperience.

Ubisoft agreed to work with Edgegap and shiwve data about a specific cdlow for one of their AAA
games Far Cry 5. In this game, they uBeerto-Peer technolog to enable multiplayer gaming

Unfortunately,someplayesshave strict’ Nt tn milésin their home router. Thosmules maypreventP2P

communications. Ubisoft wodd around that problem by redirecting the data transmission with

componentcalled d'relay’. Those relaysad as anintermediatebetweena playerwith strict NATand the

rest of the group playing a given match.

The issudies with the distance between relays and players. Ubisoft is using public cloud infrastructures,
being ableonlyto choose from a handful of sites. Using Edgegap Technology, we have demonstrated that
we can reduce latency agach of the egmens of the communication as shown in the diagram below

By taking a dynamic approach in how decisiwasemade and automated for each player, we geoated

relays closefrom players. That resulted in latency reductions, more stable network, less jitter, lelsstpac
drops andpotentiallyov er al | i mpr ov e dAspmdeen iy the diagrane belpve depleymg e .
“Rel aynfrom@dnttasred “ Rel ay 2 lientzprovidec lowerflatencynfor Gegment A and

C *gment B and D wereither improved or remaied the sameresulting in a total latency (A+B+C+D)
being lower than what is typically seen.

Vs Vs
Refy Relay2

B B

Client1 Client2

As shown above, fahis game, lhere are at least three (3) stream of communicasas shown below
one betweena player and its closest relagne between the relay and other players, ande between
the players themselvedVe tested and measured every segment in this diagram ustggeagp solution
and Edge Computing. Conclusions in this report are representatives of the measurements made
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throughout our tests. We could natompare some part of our tests (segment B and D) due to Ubisoft not
having the data (they only collect a certain percentage of the metrics they gather). We were able to
compare segment A, C and provide specific metrics on uhe (®+B+C+D) therefore showing what the
total latency would be using Edgegap solution.

Ubisoft provideda dataset from one of theirgame, whichusethose relaysThe data waseprocessed
usingour system td* r e ptheamwitonmentfor each of thoselayers.This happenead fewweeksafter
the actual transactiosoccur, thus giving us similarcontext. That allowed us t@ather telemety and
automate decisions as to where retashould be deployed in redime.

Data used in this report ieal data gathered iralive environment. None of the data have been modified
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Definitions

Definitions to help reading this report:

- RTT Round-trip time): time required for a packet to travel from a specific source to a specific
destination and back

- Latercy:delay between the time it takes for a packet to go from point A to point B.

- Request IDOur internal Unique Request ID to track a transaction ma8eRd S Zystei a
typicallyassociated with a match and its set of players

- Improvement: Differencedetweenthe initial dataandthe resultusing the followindormula:

(initial ¢ result) / initial
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Section 1.0
Summary

We submittedthe 600,000 transactions provided by Ubisoft to our systdimis allowed us tmeasure in

reaHtime how network perfformane and pl ayer’'s experience would ha
deploying relays at the edge instead 9inply relying a the public cloudBelow is a summary of the

outcome:

1 Improved player experiencés%of the time

9 Averageound trip timereduced by58%

1 78%of playes below50ms (vsL4%without Edgegap)
17 91%of players below @0ms (vs5 7% without Edgegap)

The compiled results during those tests, which can be seen throughout this report, allow us tadeonclu

that the automated decision made by ogystemimprovedp | ay er ' s 9%o0fghe timegensase

current Ubisofts configuration. We were able to compare ourresyts Ubi sof thédatatliepe si nc
provided included actual latency seen by players using their current architecture.

Matches where experience have been improved

m Improved

m Same

Improved
95%

HGUREL. PERCENTAGE OF MATAMPROVED MIBISOFT CURRENT AREETURE
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The graphic below represents thielay, seen agound-trip time between the player and the relay, for
eachtransaction The blue line shows what those results would have been using Edggsfam while
the orange line shows actual numbers as provided by Ubisoft. We are seeingh better network
performance with a diminution of the average RTT5B%6 by using our solutionThis means that the
average round trip time would have beeloseto a third of whatit is today.

Average Round Trip Time (ms)
——Edgegap — Ubisoft
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RGURR. RTTDISTRIBUTION WIMITHOUEDGEGAP SOLUTION
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The following bar graph shows the averd&j€Tfor each group. The first one shows that the average for
those transactions would have been4mswhereasUbisoftgot anaverage of 16ms by using their
currentarchitecture

Average CTC Improvement
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100.00
80.00
60.00
40.00
20.00

Avg RTT
®m Edgegap 48.98
m Ubisoft 116.27

HGURB. AVERAGRT WITHWITHOUEDGEGAP SOLUTION
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You can see below that while it is impossible to
experience by a wide margin. During our t&&% of the player ended up with an average RTT bé&ldw
milliseconds, versus4% only without our edgeomputing-basedsolution.

PLAYERS UNDER 50MS

E<=50m>50

UBISOFT

EDGEGAP

HGURHE. PLAYERENDER ANBBOVESOMS OFRTT
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Using a similar graphic, we can also demonstrate that with our unique dynamic orchestration solution,

we were able to allov®1%of the players to gebelow 100ms versus7% withoutEdgegap. The goal

here is to show that we can mitigate what is call
time above D0-200ms and are typically the one who will complain the most in public forums on the

internet about a specific game

PLAYERS UNDER 100MS

m<=100 m> 100

UBISOFT

EDGEGAP

HGURE. PLAYERENDER ANBBOVELOOMS OFRRTT
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Section2.0

Methodology

Edgegap received 600 O@@nsactiors entries from Ubisoft whiclincludeda timestamp, the playéer ¥,
the Relay B and the average RTT. The playd? were sometimesepeatedsince a player can play
multiple times a given gameyut with different timestamp.Entries are grouped by 4 (RekiP) since
Ubisoft ping @ch of their four (4)yelaysto know which ondsthe best This resultedn 150000 Unique
entrie¥matchesthat we processed in our system.

Some playes IP vere unreachable during our tesgither because they were offlinehenwe executed
our tests or because their home routdSP was not allowing ICMP replyihose results have been
discarded to clarify theeport. For those who wre reachable, waised our system toneasurereaktime
telemetry from within edge locations around each of those playeasnd then comparedhe data wth

Ubisoft esults.
@ UBISOFT

2

Input
Dataset

Test phases ‘ ‘| Processing | Extracting ~ Compiling

1 &t 1
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GAMING AT THE EDGE

HGURE . CASE STUDY PROCESS
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Measurements

First ofall, we parsed the data from Ubisoft by grouping repeated player IP together and thengegroup
average RTT data into repeated timestamp (average RTT grouped by players then by timdstamp)
this, we processed them intaur scahble environnement by gerating standardrequests to our API
Usingour API response, wiaserted Ubisoft datdo our Request IDn orderto track the dataand allow
for easy comparisarAfter that, eachrequestwent through itsnormal flow to seek informations about
the player It then resolve the potential edge sites to maximise network perfomase deployed our
telemetry tookinto those sits. Those probes returnedata to ourmainsystem tomake the bespossible
decision on where the relay should bated We store tlis information in our Big Data system to be
used later tocompare against Ubisdfts  r.d@he mumbess we usedo not include the time taken by
the game to process the data. We assumed the game to take an averdfjenefto process the data,
therefor we ranoved10ms from every entry in Ubisoft dataset.

createddate clientip routerip  routeripint

2019-06-12 11:37 NULL 79 '

f 2019-06-12 11:37 NULL 255
Data format b
2019-06-12 11:37 NULL 295 '
20159-06-1211:37 NULL 255 '

_____ — — !

2019-06-12 10:58 NULL 387

2019-06-12 10:58 NULL 316

2019-06-12 10:58 NULL B4

2019-06-12 10:58 NULL 228
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Section 2.1

Compiling

After processing those entries in optatform, we extractedmetrics fromour big Data systemWe
grouped the datdby mapping it witithe uniqgue Request ID tink both our data and Ubisoftalues From

the 150000 unique entries, we discarded unreachable players and compiled valid data into a unique
report where we compare metrics likeaverage RTT provided with oualues.

Resuls

SinceUbisoft only providedaverage RTper playerto compare with our resu$t we consider a match

improved when our average RTT was less than Ubisoft average RTT for a unique timestamp for a unique
player IPWe do have metrics about other aspect of the communication, like jipiacket drops and such

We could not compar e t hos eenmtintheiddystemdVe to track thaseh ey d o
metrics using our platform and can provide what their values were during our tests.

Fromthose entries,somehad to be discarded becaaplayers could not be reached, either due to their
device not being connected or something preventing |Gtdffic. The percentageof player we can reach
would be much higheinapr oducti on environment as pl ayEor
ICMP traffic related problem@.e. home router prevents ICMP replie fallback decision is made using
longitude and latitudewhich still provides a much closer relay location. Another method we use is an
agent in the game toehelp Edgegap decision’s mak

s dev

Multiple entries provided by Ubisoft had invalid values. For example, RTT values were above 4 million,
some other had empty value, etc. Those édmwere discarded from the final report.

At the end, gouping entriesby timestamp then by Player IRg got 57369 Unique requests processed
with valid resuls.
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Section 3.0

Locations: key to success

Many people tried to create worliround to fix latency problems in gaming by working on the netcode,

creating special vpnand similar networkbased solutins. Truth is latency is a matter of distance.

Di stance is a problem because ybotalsobecausetthe prigesf ast er
the path is between 2 pointshe more chances yostand from havingo face multiple hop (i.e. routers)

along the way.

By adding more potential choices to where payload like Ubisedtay can be deployed, we are fixing
latency at its root causd.oday,Ubisoft uses 4 locations for their relays. In comparison, when we tested
using our system, we used atpatial list of 42 locations. This number will grow by the thousands in the
upcoming years as service providers are deploying more and more locdtiavieg a flexible, dynamic
orchestrator will be key in getting the most of these new emerging infragtras.

@ EDGEGAP 14

COPRIGHT®© EDGEGAP TECHNOLMEY 2019



@ EDGEGAP

The data received from Ubisoft represented the traffic for a given game, over the course of 6 days. The

game is Far Cry 5, which use peer to peer for communication between clients in a given match. We only
received a portion of théraffic during those6days and based on the heat map |
locations, we can see that the transactions for the data received occurs while it was daytime in Asian

regiors. This is interesting as we currently have a fairly limited amo@ietige locations in Asian
territory. We can conclude that while we showed d
should be able to improve those numbergen moref players are located in north Ameriand as we

add locations in Asia.

HGURE. PLAYERS LOCATIONSUBISOFT DATASET
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The following map shows Ubisoft relays locations. They use a public cloud to host thos€eTiadesgs
relays are located in Ashburn, Frankfurt, Singapore and Sydney.

HGURH. UBISOFT CURRENT RELAY
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Below is a map showing every location we use to measure and potentially deploy Ubisoft relay. These
locations are a mix of different edge computing infrastructure providers and public cloud providers. As
time goes by gu can expect this number to increase, especially with the telecommunication industry
starting to deploy edge computing locations in their own network.

HGURE. LOCATIONS USEDEDGEGAP SOLUTION

EDGEGAP
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